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Agenda

= Catalyst 6500 Data Center roadmap update
= Catalyst 4900M and Virtual Blade Switch update

= Catalyst 6500 and Nexus 7000 complementary focus in
Cisco Data Center portfolio
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Cisco Catalyst 6500 16-port 10GbE Module

Transport Flexibility

= Up to 130 ports of 10GbE in a
single chassis

= Balance performance and density

= 10GbE Module compatible with all
existing chassis

Target Deployments Operational Continuity

= 10GbE Access and Switch = Virtual switching system enabled
Aggregation = Integrated Cable Management

= Blade Chassis Aggregation Infrastructure Scalability

= 10GbE High-Performance = Reduces power consumption 30-40%

Hosts and NAS Filers per port
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Data Center Chassis — 6509-V-E 2008
Enhanced Vertical Chassis with Investment Protection

= Enhanced Chassis similar to 6503-
E, 6506-E and 6509-E

= Supports Native Front to Back

Airflow /
9 Vertical Slot - g
o ertical Slots > <
80 Gbps/Slot Capable 4 N

= Enhanced System Capacity
1440 Gbps per chassis

= 21 RU (2 Chassis in a 42RU Rack)

= Supports both Supervisor 32 and NBS 3omp,iant
Supervisor 720 Family and all 12.2(18)SXF10 or later
associated linecards




Virtual Switching System 1440 < > Ciscobxpo
Network System Virtualization s A /\T

Active control plane Hot-standby control plane
Active data plane Active data plane

Sup 720-10G uplink E
1/

4= S
8 port 10 Gigabit ',Ic

Ethernet module

" CLEAR CHOICE TEST |

“Cisco's virtual switch
smashes throughput records”

David Newman, January 08,
Network World

[ _’
Features Benefits of VSS

Network System Virtualization Increased Operational Efficiency

via Simplified Network

Multl-Chas?llvleECt)herChannel Scale the System Bandwidth
Capacity to 1.4 Tbps

Non-Stop Forwarding / Inter-
Chassis Stateful Switch Over Boost Non-stop Communication
(NSF/SSO)
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*Loop-free topology
*No HSRP/VRRP
*1 IP address
*1 node to manage
All links active
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Cisco Catalyst 6500 VSS 1440

Network Simplification Example



Catalyst 6500 Data Center Technology Cisco Expo

Roadmap
CatoK

MCI)ZX%S Cisco TrustSec

Gold Phasel

100GE (uplinks)
Phase I
_ Phase

Phase IV

EEM

Port Densities:

66 x 10GE 130 x 10GE 130 x 10GE

384 x 1GE 384 x 1GE 768 x 1GE 272 x 10GE
1056 x 1GE



Cisco Catalyst 4900M Rack Switch %68

Transport Flexibility

= 320 Gbsps, 250Mpps, 2RU

8x10GE wire speed (X2 modules) = Up to 40 ports of 10/100/1000 and
base unit 24 10GbE ports

= |P Base incl., IP Services option

Infrastructure Scalability

= Wire rate and low latency forwarding
(<5us)

= Reduces power consumption per
port

8 Port 10GE (X2 or TwinGig) (2:1)

Operational Continuity

4 Port 10GE (X2) (wire speed) = Redundant power and fans
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Catalyst 4900 Data Center Positioning

Catalyst 4900M

40-port 10/100/1000
Upto 24 10 GbE

Catalyst 4948-10GE

136G
____1_:__‘_‘_| ¢ f
— E'f-,_-_._:__tj 1
48-port 10/100/100
+two 10 GbE
Catalyst 4948
ST = o 96G

44-port 10/100/1000
+ four GbE



Cisco Catalyst Blade Switch 3100  “*%b68™

Transport Flexibility
» Eases GbE to 10GbE migration

Target Deployments

= GbE Blade-Server Access

with 10GbE Uplinks Infrastructure Scalability
= Virtual Blade Switch technology
= Blade-Server Deployments allows up to 8 switches to be
= Uplink Reduction with Virtual managed as one logical switch
Blade-Switch Technology = Traffic within the Virtual Blade

Switch cluster stays local

Operational Continuity

= |ncreases server availability
through link virtualization

= Reduces management and
infrastructure complexity




“*Single Switch” Solution—Easy to Manage
Cuts Down Switches to Manage by Factor of 8

One logical switch now (instead of 8)

Single IP address for entire rack (for management, MIBs etc)
1 Node for Spanning Tree (Layer 2)
1 Node for Routing (Layer 3)

Cisco Expo
2008
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Agenda

= Catalyst 6500 Data Center roadmap update
= Catalyst 4900M and Virtual Blade Switch update

= Catalyst 6500 and Nexus 7000 complementary focus in
Cisco Data Center portfolio



Catalyst 6500 and Nexus 7000  C©isegExpo
positioning in the Data Center

Moving the Decimal

Point
1G->10G->40G/100G
Multi-terabit switch fabrics

L2 scalability

Server virt., Switch, Network

Operational

Continuity

Nexus 7000 Modular OS; In Service
Software Upgrade, Integrated
Diagnostics

Fabric Convergence

Catalyst 6500 One network for storage, IP, and
HPC traffic
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Cisc%sgpo
Computing and Networking bandwidth trends
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Server Speed impact on networks Ciscp Expo

x86 Server Ethernet Connection Speeds with

40GbE & 100GbE

X86 Server Forecast by Ethernet Connection Type (40G & 100G)
35,000,000

30.000.000

25.000.000

20,000,000

TODAY Distribution
Layer

15.000,000

x86 Server Units

10,000,000

5,000,000 -~
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OFE @GhE @10GhE m40GHE @ 100Gk

Source: Intel &
Broadcom, April 2007

M 20

10 year transition | 5 years 5 years

> >
10GbE 40GbE

Base Server Connection: | GbE

ﬂ IEEE 802.3 HSSG April 2007 Interim Meeting
7

1998/200

server 100M 106G
interface
Access-to-Distr 16 40G/100G
Distr-to-Core 1GC 40G/100G6



Fabric
Switching
Capacity 4

15 Th/s

8 Th/s

4 Thls

2 Th/s

720 Gb/s

»

Moving the decimal point: Cisco Expo
Catalyst 6500 and Nexus 7000 2008

15T Switching; 500G+ / slot Density (18 slot):
10G/40G/100G optimized

Unified Fabric

Density (18 slot): 40G: 96
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— 10G: 512
10G: 512 [ge 1G: 768
1G: 768 B

a(*\

Density (10 slot):
10G: 256 (g9
1G: 384 Bl

I'4 1 N

Density (13 slot):

40G: 44 x 40G NV,
10G: 272 x 10G  [zgsy
1G: 1192 x 1 GbE

2T Switching; 80G+ / slot
1G/10G/40G optimized

Density (9 slot): Service Modules

lie cr‘d
N 10G: 130 x 10 GbE
‘7,(', 1G: 384 x 1 GbE 1G: 768 x 1 GbE

y

2007 2008 2009 2010



Scaling Layer 2 networks with Cisco Expo
Catalyst 6500 and Nexus 7000

Multi-Chassis
Ether Channel -::::IIC.'Z:;::::.‘f.’ """ P
(Nexus 7000)

Traditional Network Vi_rtual Port Channel L2 Multipathing (Future)
with MCEC or VSS
»Limited L2 Scalability »High L2 Scalability »Massive L2 Scalability
»Loops Exist »Loop Free »Loop Free

»Heavy STP dependence »STP as safe guard »No STP



Cisco NX-OS and 6500 10S Modularity “*%568"°
Supporting Mission Critical Deployments

Forwarding Engines, Security (CTS, NAC, 802.1x),
Modularity, Memory protection, Fault containment,
Process restartability, ISSU,

EEM, GOLD, Smart Call Home, Common look and feel,

Interoperability assured (DCAP) Cisco 10S Software Modularity

ayer-2 Protocolilayer-3 Protocolgtorage Protocolf§Other Services

o '
%% %g Highr Availability Infrastructire

Network Optimized Microkermel

Catalyst 6500 DatarPlane

< VIeEmerRy/ Protection
EFaulcontainment
Statefiul precess restarts
o SubsystemiISSU

Kernel

—

NX-OS Cat 6500 IOS Software Modularity
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positioning in a unified fabric (1/2)

Catalyst
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LAN Attached SAN Attached




Catalyst 6500 and Nexus 7000 R
positioning in a unified fabric (2/2)

Catalyst [pata Center |
e PELNEFNEL

Unified I/O

=
Classic Fibre
Ethernet Channel

| AN and SAN Attachea ..




Nexus 7000 and Catalyst 6500 complementary Cisco Expo
focus in the Data Center

Aggregation
Layer ol ) 15| DC Services

~ A —

1 GE Servers 10 GE Servers
Nexus 7000 Catalyst 6500

High*-Density 10G aggregation %
1G/10G ToR/Blade aggregation *
1 G Server Access End of Row %

10G Server Access End of Row %
Integrated services *
Unified Fabric

*>and 64 ports line rate, or > 128 ports 4-1 oversubscribed







