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Abstract

We survey over 100 face datasets constructed between
1976 to 2019 of 145 million images of over 17 mil-
lion subjects from a range of sources, demographics
and conditions. Our historical survey reveals that these
datasets are contextually informed - shaped by changes
in political motivations, technological capability and
current norms. We discuss how such influences mask
specific practices - some of which may actually be
harmful or otherwise problematic - and make a case for
the explicit communication of such details in order to
establish a more grounded understanding of the tech-
nology’s function in the real world.

Introduction

Whether in schools (Shultz 2019)), convenient stores (Spears
2019)), public squares (Bridges 2019;|Mesnik 2018} |Coolfire
2019), concerts (Bridges 2019), apartment complexes
(Durkin 2019), airports (O’Flaherty 2019)), neighbourhood
parks (Chinoy 2019), or on personal devices (Apple Inc.
2019), facial processing technology (FPT) is increasingly
pervading our lives in numerous, unaccountable ways. Ear-
lier this year, the National Institute of Standards (NIST)
proudly announced that between 2014 and 2018, FPT im-
proved twenty fold, to a failure rate of just 0.2 percent (NIST
2018).

Yet a string of failed real world pilots contradicts the aca-
demic mythos of facial recognition as a solved problem.
Eight trials of FPT deployments in London between 2016
and 2018 resulted in a 96% rate of false identifications as
criminal suspects (Dearden 2019). A 2019 report found that
81% of suspects flagged through the facial recognition tool
used by London’s Metropolitan Police were wrongly iden-
tified (Manthorpe and Martin 2019). Similarly, New York
City’s Metropolitan Transportation Authority (MTA) aban-
doned a facial recognition pilot after the technology failed
to properly identify anyone (it had an 100% error rate)
(Berger 2019). Furthermore, these failures are not evenly
distributed across demographic subgroups. A study in 2018
revealed that for gender classification, commercial facial
recognition API’s performed up to 30% worse on a darker
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skinned female subgroup compared to a lighter male sub-
group (Buolamwini and Gebru 2018a). A follow up audit
in 2019 (Raji and Buolamwini 2019), as well as subsequent
studies by NIST (Ngan and Grother ) and other academics
(Vangara et al. 2019)), have confirmed these disparities and
demonstrated their extension to other problems such as face
identification and verification tasks. Similarly, a year after
Amazon Rekognition systems were shown to falsely match
28 congress members (Snow 2018), the technology falsely
matches 27 mostly minority athletes to criminal mugshots
(ACLU 2019b)), drawing particular public attention to the
limitations of this technology in deployment.

Aside from functional concerns, several cities have re-
sponded to the threat presented by the use of FPT for surveil-
lance by banning its use completely by government actors
(ACLU 2019a;|Yee and Ronen 2019; Haskins 2019; |Council
of the City of Berkeley 2018};|Somerville City Council 2019)
and others have sought to restrict the use of the technology in
certain deployment contexts (Montgomery and Hagemann
2019), such as housing (Clarke 2019) or in schools (Wal-
lace et al. 2019). Many states have passed laws specifically
addressing the privacy violations inherent in the develop-
ment and operation of FPT systems (Hasegawa, Saldana,
and Nguyen 2019; Idaho Judiciary, Rules and Administra-
tion Committee 2019; [Texas Legislature 2019} |(Chau 2019;
Ting 2019; |Cavenaugh 2019; Ritchie 2019; Castro et al.
2019; [linois Legislature 2008), with many more states
presiding over legislative proposals (Carlyle et al. 2019
Lucido 2019; |Ting 2019; |Creem et al. 2019; Bowers 2019;
Farmer 2019)), and a federal bill pending (Blunt 2019). On
the federal side, the Commercial Facial Recognition Pri-
vacy Act of 2019 prohibits “certain entities from using fa-
cial recognition technology to identify or track an end user
without obtaining their affirmative consent purposes” (Blunt
2019).

Yet despite the growing public awareness of the practical
failure of these systems once released in the real world, aca-
demic studies continue to report near perfect performance of
facial recognition systems on benchmark datasets. In an at-
tempt to better understand this dissonance between the per-
ceived functionality of these systems under current narrow
evaluation norms and the reality of its overall holistic perfor-
mance when deployed, we surveyed over 100 datasets from
the recorded beginnings of digital facial processing technol-



ogy in the 1960s to present day. We analyze the evolution of
evaluation tasks, data and metrics to gain a clearer picture of
what will be required for evaluations to truly capture a reli-
able representation of the performance of these systems in a
deployed context.

This is the largest and most recent survey of this kind that
the authors are aware of - the last survey of this kind was
conducted in 2012 (Forczmanski and Furman 2012) with
only forty-one datasets; prior to that, a survey was conducted
in 2005 with just twenty-one datasets (Jain and Li 2011)).

Terminology & Scope

Facial processing technology (FPT) in this study will be con-
sidered as a broad term to encompass any task involving the
identification and characterization of the face image of a hu-
man subject. This includes face detection the task of lo-
cating a face within a bounding box in an image, face verifi-
cation the one-to-one confirmation of a query image to a
given image, face identification the one-to-many match-
ing of a query image to the most similar results within a
given repository of images, and facial analysis a clas-
sification task to determine facial characteristics, including
physical or demographic traits like age, gender or pose, as
well as more situational traits such as facial expression.

Mainstream commercial facial recognition products are
still predominantly based on still 2-D image-based predic-
tions (Wang and Deng 2018) so we limit the scope of this
survey to the consideration of 2-D still-image photographic
facial recognition benchmarks that are presently available
online. This omits datasets comprised of non-visual face
images representing infra-red or other sensor output maps,
sketch or drawing datasets, video-based datasets, 3-D image
datasets and datasets addressing full body human identifica-
tion.

In this study, we refer to an audit or an evaluation as any
process that is used to determine the suitability of a par-
ticular technology to fulfil its intended use in the specified
context of deployment. The method is thus independent of
this definition and thus an evaluation may include qualita-
tive and qualitative approaches. In particular, a “black box”
audit refers to an external evaluation done by an indepen-
dent third-party on a system which remains inaccessible or
unknown to the auditor.

Historical Context of Facial Recognition
Development

We begin with a brief overview of the historical context
of FPT development in order to anchor our understanding
of the major shifts that defined the evolution and technical
progress of this technology, which in turn shapes the norms
of evaluation for this technology.

We divide our historical survey into four periods defined
by three key turning points of facial recognition develop-
ment: (1) the creation of the Face Recognition Technol-
ogy (FERET) database in 1996, the very first large scale
face dataset available for academic and commercial research
(Phillips et al. 2000b), (2) the Labeled Faces in the Wild

(LFW) dataset in 2007, as the first Web-sourced and uncon-
strained face dataset (Huang et al. 2007), and (3) the de-
velopment of DeepFace in 2014, the first facial recognition
model to beat human performance on the face verification
task and to be trained with the now-dominant technique of
deep learning (Taigman et al. 2014).

Period I: Early Research Findings (1964 - 1995)

In 1964, Woodrow Bledsoe first attempted “facial recogni-
tion” in a computational form. Funded by an “undisclosed
intelligence agency” and armed with a book of mugshots
and a probe photograph, he used a computer program to con-
nect the identity of the suspect to an identity in the book of
mugshots (Bledsoe 1966)). Success in this criminal identi-
fication task was measured by the ratio of the number of
guesses required to identify the true match to the query im-
age over the total number of faces in the dataset.

Bledsoe’s initial approach was to encode each individual
with a vector of computed distances between facial features,
a method that would become popular but was very compu-
tationally expensive and slow - with the technology at the
time, Bledsoe could only process around 40 pictures an hour
(Bledsoe 1966). Eventually, a new method called eigenfaces,
which represented the pixel intensity of face features in a
lower dimensional space, offered an appealing alternative
approach. Yet obtaining enough data at the time to attempt
such new methods was challenging, as researchers had to
recruit and hire models and photographers, manually design
the set up for consistent or controlled illumination, and man-
ually label data, including facial landmarks (Jafri and Arab-
nia 2009).

Period II: Commercial Viability as the ‘“New
Biometric” (1996 - 2006)

By 1996, government officials had recognized and embraced
the face as a non-invasive biometric attribute that could be
used to track and identify individuals without requiring their
explicit physical participation (Phillips et al. 2000a)).The
Face Recognition Technology (FERET) dataset was thus
created with $6.5 million of funding from the U.S. Depart-
ment of Defense and the National Institute of Standards and
Technology (NIST) to provide researchers the data they re-
quired to make progress in the field. In 15 photography ses-
sions of the same set up between August 1993 and July
1996, images were collected in a semi-controlled environ-
ment (Phillips et al. 2000b). The resulting benchmark began
with 2,413 still face images, representing 856 individuals,
and grew to contain 14,126 facial images of 1,199 individ-
uals, available upon request. At the moment of its release,
it became the largest and most comprehensive effort to cre-
ate a benchmark that would accurately compare and evaluate
existing facial recognition algorithms (Phillips et al. 2000b).
The large data effort coupled with a government sponsored
effort to promote facial recognition algorithm development
via competitions and research investments (Phillips et al.
2005) proved successful at igniting academic research in-
terest in the field.

In 2000, given the success of the FERET database in
stimulating research interest in facial recognition, commer-



cial implementations of this technology began to appear and
prompted the National Institute of Standards and Technol-
ogy (NIST) to release the Facial Recognition Vendor Test
(FVRT), a benchmark aimed at evaluating this emerging
commercial systems. Even then, the expressed intended con-
text of consideration for these tools were to be “applied to
a wide range of civil, law enforcement and homeland secu-
rity applications including verification of visa images, de-
duplication of passports, recognition across photojournal-
ism images, and identification of child exploitation victims”
(Ngan, Ngan, and Grother 2015)).

The creation of a larger, more substantial dataset al-
lowed early computer vision methods, such as support vec-
tor machines (SVMs), simple convolutional neural networks
(CNNs) and hidden Markov models (HMMs), to be applied
to facial recognition with some promising results (Jafri and
Arabnia 2009). However, the commercialization attempts
with these early methods revealed that even small environ-
mental changes, such as in image illumination and a sub-
ject’s pose, could at this time be enough to obscure or dis-
tort the features required to make a match. Similarly, any
unexpected change in their face - from aging to a new facial
expression to partial occlusions, such as a scarf, mask, or
pair of glasses — could cripple the performance of the tech-
nology (Sharif et al. 2017; |[Forczmanski and Furman 2012;
Yang, Kriegman, and Ahuja 2002).

Given the dearth of available face data, certain strategies
to better generalize across environments were still out of
reach and it was considered that, at this time, “current algo-
rithms for automatic feature extraction do not provide a high
degree of accuracy and require considerable computational
capacity” (Jafri and Arabnia 2009).

Period III: Mainstream Development for
Unconstrained Settings (2007-2013)

The development of the Labeled Faces in the Wild (LfW)
dataset addressed researchers’ desire to have access to a
more naturally situated and varied data. The dataset lever-
aged the Web to source the first fully unconstrained face
dataset with over 13,000 images of 1,680 faces in an infinite
combination of poses, illumination conditions, and expres-
sions (Huang et al. 2007)).

LFW inspired a flurry of Web-scraped face datasets for fa-
cial recognition model training and benchmarking - includ-
ing many datasets sourcing images without consent from on-
line platforms, such as Google Image search (Bainbridge,
Isola, and Oliva 2013; |Han et al. 2017; |Cao et al. 2018b)),
Youtube (Chen et al. 2017; [Dantcheva, Chen, and Ross
2012), Flickr (Merler et al. 2019; Kemelmacher-Shlizerman
et al. 2016) and Yahoo News (Jain and Learned-Miller
2010). As the appetite for unstructured and unconstrained
“in the wild” data grew, there was also in this period a
proliferation of benchmarks like ChokePoint (Wong et al.
2011)) and SCface (Grgic, Delac, and Grgic 2011)), datasets
that source face images from mock or real surveillance set
ups. As datasets began to more closely resemble real world
conditions, so did the evaluations of commercial products.
The Facial Recognition Vendor Test (FVRT) evolved exten-
sively over this period (Blackburn, Bone, and Phillips 2001}

Phillips et al. 2003} Ngan, Ngan, and Grother 2015)), grow-
ing from 13,872 images of about 1,462 subjects in the initial
implementation in 2000 to 30.2 million still photographs of
14.4 million individuals in the iteration in 2013.

The research problem of identifying faces in uncon-
strained conditions nevertheless remained a stubborn tech-
nical challenge and development stalled as academics strug-
gled to develop methods to represent faces independently of
a controlled image context and template appearance.

Period IV: Deep Learning Breakthrough (2014 and
onwards)

It was not until the breakthrough of Alexnet in 2012, and
the subsequent introduction of the DeepFace model in 2014,
that the use of neural networks became a mainstream method
for facial recognition development. DeepFace, the first facial
recognition model trained with deep learning, was also the
first instance of a facial recognition model approaching hu-
man performance on a task. Deepface was developed by re-
searchers at Facebook, Inc. and trained on an internal dataset
composed of images from Facebook profile images; at the
time, it was purportedly “the largest facial dataset to-date, an
identity labeled dataset of four million facial images belong-
ing to more than 4,000 identities” (Taigman et al. 2014)).The
impact of deep learning techniques on face recognition and
its adjacent problems was dramatic; the DeepFace model
achieved a 97.35% accuracy on the Labeled Faces in the
Wild (LfW) test set, reducing the previous state of the art’s
error by 27%.

In response to this technological advance, the size of sub-
sequently constructed face datasets grew significantly to ac-
commodate the growing data requirements to train deep
learning models. The rapid progress sparked high commer-
cial interest, as well. Moving beyond security applications,
facial recognition products began to encompass use cases
that include “indexing and searching digital image reposi-
tories”, “customized ad precise delivery”, “user engagement
monitoring” and “customer demographic analysis”(Phillips
et al. 2005). In the search for datasets sufficient to use in
the training and testing of these data-hungry methods, many
were inspired by Web-sourced benchmarks such as LfW,
resulting in datasets such as Oxford’s VGG-Face dataset
(Parkhi et al. 2015)), Microsoft’s 1M MS Celeb (Guo et al.
2016), MegaFace (Kemelmacher-Shlizerman et al. 2016)),
and the CASIA WebFace dataset (Y1 et al. 2014)).

After the 2014 breakthrough of the DeepFace model’s
human-level performance on facial recognition, there was
a shift made to commercialize the technology. In 2015,
NIST launched the IARPA Janus Benchmark-A face chal-
lenge (IJB-A) , which was an open challenge in which re-
searchers executed algorithms on NIST-provided image sets,
and returned output data to NIST for scoring. The competi-
tion was organized by the Intelligence Advanced Research
Projects Activity (IARPA), an organization within the Office
of the Director of National Intelligence. This challenge and
its variations and updates IJB-B and IJB-C ran from 2015
to the end of 2017, growing into a dataset of 138,000 face
images, 11,000 face videos, and 10,000 non-face images
of celebrities and Internet personalities collected from the



web. The 3,531 subjects included in the dataset are specifi-
cally designed not to overlap with the popular face recogni-
tion benchmarks at the time, such as VGG-Face and CASIA
WebFace dataset, in order to prevent overfitting.

Survey of Facial Recognition Evaluation

We execute a historical survey of 133 datasets created be-
tween 1976 to 2019. The datasets collectively represent-
ing 145,143,610 images of 17,733,157 individual people’s
faces. Celeb 500k of 2018 is the largest dataset, contain-
ing 50,000,000 images (Cao, Li, and Zhang 2018)), and the
FRVT Ongoing challenge data from NIST contains the most
image subjects, including the faces of 14,400,000 (Grother,
Ngan, and Hanaoka 2018)). The smallest dataset is 54 images
of 4 people from 1988’s JACFEE (Japanese and Caucasian
Facial Expressions of Emotion) dataset (Biehl et al. 1997).
Overall, on average here are 1,262,118 images and 159,758
subjects.

We then do a chronological analysis of these currently ac-
cessible face datasets. We note trends in the design decisions
made with the release of these benchmarks and datasets and
map how such trends feed into or result in current misunder-
standings of the limitations of this technology upon deploy-
ment. The full details of the datasets included in the survey
can be found linked hergm A quantitative summary of re-
sults for each period can be seen in Table 1. The following
is a summary of high-level findings.

Task Selection

Tasks are highly influenced by who is creating and fund-
ing the dataset. At times, especially for government datasets,
the goal of the developed technology is explicit and specif-
ically defined in the design of the evaluation - for in-
stance, the NIST FRVT dataset is funded by the Depart-
ment of Homeland Security and contains data sourced from
“U.S. Department of State’s Mexican non-immigrant Visa
archive”(Phillips et al. 2003). The prioritized and dominant
use case for this technology is thus still security, access con-
trol, suspect identification, and video surveillance in the con-
text of law enforcement and security (Sharif et al. 2017;
Zhao et al. 2003). We can see from the historical context
that the government promoted and supported this technol-
ogy from the start for the purpose of enabling criminal in-
vestigation and surveillance.

More diverse applications, such as the integration into
mobile devices, robots, and smart home facility User Inter-
faces (Wang and Deng 2018)), monitoring user engagement
or social objectives such as finding missing children (NIST
2015) emerge only in Period I'V. Facial analysis tasks emerge
only in the most recent period as well. The exceptions to this
are emotion datasets, which, with much older benchmarks,
are often datasets sourced from the Psychology field and re-
purposed as evaluations of machine learning models.

Over time, these models were no longer released as com-
plete software packages, but are now deployed as Appli-
cation Program Interfaces (APIs), providing a pre-trained

! Additional breakdown of the dataset details can be found here:
https://tinyurl.com/shbraqn

model-as-a-service that can be integrated into any developer
application. This means that facial recognition models are
now accessible to any developer seeking to apply the model
to their particular use case. Models are thus now widely de-
ployed and embedded into a variety of software products
used in unknown and unpredictable contexts.

Outside of these reported and realized use cases, com-
panies selling facial recognition speak of alternate appli-
cations in the marketing copy released with their products.
The language in this online marketing copy seems to pivot
from being targeted at a broad range of businesses, appeal-
ing to uses for advertising and content moderation. These
advertised use cases include “indexing and searching their
digital imagine barriers”, “customized ad precise delivery”,
“user engagement monitoring” and “customer demographic
analysis” (Phillips et al. 2005)). There are also mentions of
government-compatible interests, such as “face-based user
verification” and “security monitoring”, though the expected
context of use is left ambiguous and is worded as though
aimed to be used as corporate security tools or part of com-
mercial products rather than in law enforcement or for gov-
ernment purposes.

Facial analysis is the class of tasks that is likely to in-
clude the most ambiguous model objectives, often impli-
cating the “discredited pseudosciences of physiognomy and
phrenology” (Metz 2019), where a subject’s inner state is
wrongly inferred through the evaluation of that subject’s ex-
ternal features. Pseudo-scientific tasks to predict * sexual
orientation” (Wang and Kosinski § [Leuner 2019), “attrac-
tiveness” (Eisenthal, Dror, and Ruppin 2006;|Schmid, Marx,
and Samal 2008), “hireability” (Fetscherin, Tantleff-Dunn,
and Klumb 2019), “criminality” (Wu and Zhang 2016), and
even more accepted but contested attributes, such as affect
(Picard 2000), gender (Keyes 2018a)) and race (Benthall and
Haynes 2019a)), are rarely questioned in the evaluation of the
system. The potential for certain tasks or use cases to cause
harm are not often considered or reflected on explicitly dur-
ing system testing.

Following the introduction of Amazon’s Mechanical Turk
service in 2005, researchers began making heavy use of the
service in an attempt to clean and make sense of their data,
while also enabling the datasets to be used to address ad-
ditional tasks (Irani and Silberman 2013). Certain data and
meta-labels sourced for the images are controversial. For in-
stance, the CelebA dataset contains five landmark locations,
and forty binary attributes annotations per image. These la-
bels include the problematic and potentially insulting la-
bels regarding size - “chubby”, “double chin” - or inap-
propriate racial characteristics such as ‘“Pale skin” “Pointy
nose”, “Narrow eyes” for Asian subjects and “Big nose” and
“Big lips” for many Black subjects. Additionally there is the
bizarre inclusion of concepts, such as “bags under eyes”, “5
o’clock shadow” and objectively impossible labels to con-
sistently define, such as “attractive” (Liu et al. 2015)).

Benchmark Data

Face data benchmarking practice has historically been
shaped by the needs of stakeholders most influential in driv-
ing model development. Although face data is biometric in-
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Table 1: Historical Arcs of Facial Recognition Development.

Period Period 1 Period 11 Period I1I Period IV
Years Before 1996 1996 - 2007 2007-2014 After 2014
Number of Datasets Created 5 37 33 45
Range of number of Images in a dataset (MIN- MAX) 56-14,126  120-121,589 154 -750,000 642 - 50,000,000
Range of number of Subjects in a dataset (MIN- MAX) 4-1,199 10 - 37,437 32-40,395 50 - 14,400,000
Average number of images in a dataset 2,032 11,250 46,308 2,620,489
Average number of subjects in a dataset 136 1,641 4,078 75,726

formation as unique and identifiable as a fingerprint, it is
also casually available in many forms and can thus be pas-
sively collected in ways likely to perpetuate severe privacy
violations.

Dataset Size After the release of DeepFace in 2014
[man et al. 2014), the demonstration of the effectiveness of
deep learning prompted a growing belief in the need for
larger scale datasets in order to satisfy the data requirements
of such methods. Datasets grew from tens of thousands of
images to millions in likes of MegaFace and VGG-Face2.
The goal was to create datasets large enough dataset to avoid
overfitting and have enough of a variance to be meaningful,
yet also of acceptably data quality (Wang and Deng 2018).
One can also aim to set up a benchmark with depth, which
has a limited number of subjects but many images for each
subjects (such as VGGFace2 (Cao et al. 2018a)) or a dataset
breadth, meaning the set contains many subjects but limited
images for each subject (such as MS-Celeb-1M (Guo et al.
and Megaface (Kemelmacher-Shlizerman et al. 2016)).

Data Sources When data requirements for model devel-
opment were low, the common practice was to set up photo
shoots in order to capture face data controlled for pose, illu-
mination, and expression. Subject consent for participation
and data distribution as well as photo ownership are often
mentioned explicitly in references for datasets with photog-
raphy data sources. Depending on the scale of these projects,
producing high quality datasets in this vein was highly ex-
pensive. And for such a set up, details like camera equipment
specifications would matter in determining the quality of the
image and overall dataset.

As an alternative, datasets were also sometimes a col-
lection curated from other image datasets perhaps built for
a different purpose, or simply crowdsourced from willing
participants who donated their face data after being con-
vinced or paid to do so. Many government collection sources
for face data include specifically mugshots, often of “de-
ceased persons with prior multiple encounters” (Founds e
[al. 201T). In addition to this, stills from webcam footage and
official documentation such as VISA photos
land Grother 2015)).

Later academic and corporate sources tended to derive

more from the Web (Kemelmacher-Shlizerman et al. 2016;
[Parkhi et al. 2015} [Huang et al. 2007; |Guo et al. 2016)

through web searches for still-image examples of “uncon-
strained” faces, or by taking frames from online videos.
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Figure 1: Data source by distribution.
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Figure 2: Creator types by distribution.

Some databases also tapped surveillance camera footage to
mine face data (Grgic, Delac, and Grgic 2011} Ristani et|
[al. 2016; [Stewart, Andriluka, and Ng 2016). In these cases,
the cameras were a set up in a cafe, school campus or pub-
lic square (Ristani et al. 2016} Stewart, Andriluka, and Ng|
2016)- effectively a more subversive photo shoot to capture
”in the wild” data. Either case can often be seen as a viola-
tion of subject consent.

The diversification of data sources from photography ses-
sions to more crowdsourced and Web-based data sources al-
lowed for a greater diversity of subjects and image condi-
tions, all at a much lower cost than previous attempts. How-
ever, in exchange for more realistic and diverse datasets,
there was also a loss of control, as it became unmanageable
to obtain subject consent, record demographic distributions,
maintain dataset quality and standardize attributes such as
image resolution across Internet-sourced datasets.



Data Sharing Datasets constructed from photo shoots in
Period I and II pay considerable attention to issues of copy-
right and the protection of image ownership rights in distri-
bution practices, with papers for benchmark datasets from
these periods often indicating the informed consent of indi-
viduals participating in a photoshoot, and including a custom
privacy policy (Phillips et al. 2000b). For example, the re-
port describing the FRVT 2000 challenge benchmark dataset
comments: “The subjects appearing in the images are all un-
paid volunteers who had been briefed on the purpose of their
participation and who had positively consented to the study.
For privacy reasons the data was gathered anonymously”
(Blackburn, Bone, and Phillips 2001). However, the distri-
bution of the datasets from this period was often physically
restricted anyways, as several academic datasets required
sending images via physical hard drives, incurring a cost to
distribution that disappeared with the shift to online options
(Biehl et al. 1997; Phillips et al. 2000b).

Once datasets became accessible online, consent and pri-
vacy became difficult to manage. Certain strategies, such
as sharing hyperlinks rather than the downloaded images,
de-anonymizing identities, restricting online dataset access
or aiming to crawl the photos of only celebrities and pub-
lic figures emerged in later eras to address this challenge.
The level of awareness of privacy concerns seemed to differ
greatly - at times, unconsenting adult subjects were included
in datasets available for direct online download (Bainbridge
2012), and other times, distribution of this biometric infor-
mation was handled sensitively, completely closed off to the
public and evaluated exclusively through a custom API or
graphic user interface, such as NIST’s Biometric Experi-
mentation Environment (BEE) test environment. However,
many situations are somewhere in between both extremes,
with dataset access granted following a formal request and
agreement to the presented terms of use. Data disclosure and
distribution practice can also be culturally specific. For in-
stance, the Iranian dataset (Bastanfard, Nik, and Dehshibi
2007) includes female subjects but specifies not to allow for
the public display and distribution of this female subgroup
specifically, likely due to cultural restrictions of their expo-
sure.

Dataset Reporting The reporting of datasets is wildly
unstandardized. Many datasets lack information about the
source and methodology by which images are collected, or
fail to include information at the macro (e.g. demographic)
and micro (e.g. image specific attributes or metadata creat-
ing) level, producing an incomplete picture of the dataset
characteristics. Datasets might be described in an academic
paper and/or on a project website, with no standardized for-
mat of disclosure, and potential inconsistencies even across
different communication mediums and references. For in-
stance, in several cases, the number of images reported on a
website might differ from the number in the published pa-
per - and at times both numbers could contradict the size
reported in a survey paper or subsequent study working with
the dataset (Forczmanski and Furman 2012)). This indicates
a lack of provenance and reporting norms to track and appro-
priately communicate about face dataset construction and

evolution.

Interestingly, some of the most comprehensive reporting
was performed by NIST as part of their series of FRVT chal-
lenges, which are ongoing. Evaluation reports meticulously
document the construction (source and method of collec-
tions) of their benchmark data. They acknowledge the im-
portance of doing so in their 2000 evaluation report: “Im-
age collection and archival are two of the most important as-
pects of any evaluation. Unfortunately, they do not normally
receive enough attention during the planning stages of an
evaluation and are rarely mentioned in evaluation reports.”
(Blackburn, Bone, and Phillips 2001}

Demographic Representation Although a recently re-
vived topic of interest, researchers flag the propensity for
racial bias in the FRVT dataset (Blackburn, Bone, and
Phillips 2001), and even indicate model performance dis-
parities over gender and age as early as 2002 (Phillips et al.
2003). Understanding the existence of the issue, a surprising
number of datasets, especially in Period I and Period II re-
port the limitations of the demographic distributions of the
presented dataset, with some even choosing to focus the en-
tire dataset on one demographic, such as Asian-Celeb (Li
et al. 2017), Iranian Faces (Bastanfard, Nik, and Dehshibi
2007) and Indian Faces(Lazarus, Gupta, and Panda 2018]).
Online sourced datasets seemed to shift towards a West-
ern media default for demographic representation, and, as
the datasets were so large, the phenomenon was difficult to
track and had been until recently largely unreported (Mer-
ler et al. 2019)). Several datasets have been built in response
to recent awareness of this issue in order to specifically ad-
dress the dearth of diversity in mainstream facial analysis
benchmarks (Wang et al. 2018; |Chen, Chen, and Hsu 2015j
Merler et al. 2019; |Buolamwini and Gebru 2018a)).

While datasets typically have accompanying documenta-
tion that describes the types of categories in a dataset (e.g.
pose, illumination, etc), only a subset of them explicitly state
information about demographics present in the dataset, and
far fewer explicitly communicate the exact numbers of im-
ages for a given demographic.

Most notable are the Pilot Parliaments Benchmark (Buo-
lamwini and Gebru 2018b), which splits demographics
across fitzpatrick skin types, as well as the DiveFace
dataset, which is expressly annotated to “train unbiased
and discrimination-aware face recognition algorithms” yet
divide human ethnic origins into only three categories
(Morales, Fierrez, and Vera-Rodriguez 2019).

In some cases, the hunt for increased demographic diver-
sity may result in inappropriate privacy violations. This is
most evident with the LfW+ dataset (Han et al. 2017)), where
Google Image search results for keywords such as “baby”,
“kid”, and “teenager” were used to identify juvenile images
to supplement to mainly adult subjects of Labeled Faces in
the Wild (LfW) (Huang et al. 2007). This dataset and others
- from NIST’s CHEXIA dataset (Flanagan 2015), to CAFE,
a child affective dataset (LoBue and Thrasher 2015)) - rarely
involve even the parental consent of involved parties, putting
juveniles at risk by exposing their sensitive biometric infor-
mation.



Evaluation Criteria

The way in which the evaluation process of a model occurs
embeds certain insights as to what makes a particular ap-
proach to evaluation reliable and more widely influential in
defining the norms of evaluation practice in facial recogni-
tion.

Consistency of Results In order for an audit to be re-
liable, there needs to be a guaranteed consistency to the
benchmarks being used - both in terms of ethical expecta-
tions and standards, as well as the data itself. Data consis-
tency can become especially difficult with the introduction
of Web-sourced data, as urls become obsolete. Inconsisten-
cies in ethical expectations and performance standards can
also make comparison difficult from year-to-year. One el-
ement of process that is yet to be standardized is auditing
scheduling - currently there is no timing mentioned as a key
component of audit procedure, and without the anticipation
of a regular audit period then there is no expectation for reg-
ular compliance with expectations.

Updates to equipment such as digital cameras can affect
benchmark attributes such as data resolution. Within our sur-
vey, the range of photo sizes and resolutions across bench-
marks is large - from 32x32 to 3072x2048 or even larger.
As the number of pixels constitutes the direct input to meth-
ods such as deep learning, it becomes difficult to understand
which element of reported performance metrics are depen-
dent on these other variables.

Metrics  As facial recognition tasks evolved from verifica-
tion and identification to facial analysis, the underlying tech-
nical problem evolved from an image similarity search task
to a classification task. Such a shift of bucketing test exam-
ples into categories can become challenging when consider-
ing the limits of even our demographic categories for gender
(Keyes 2018b) and race (Benthall and Haynes 2019b)).

There are effectively two groups of evaluations - that of
a biometric evaluation for facial recognition and face identi-
fication tasks as well as that of classification accuracy for
facial analysis tasks. The biometric matching process re-
sembles image similarity search and ranking as a task, and
metrics are anchored to a binary output of a match or no
match. Meanwhile, classification is really about the assign-
ment of a test example to a class category that matches the
pre-determined ground truth label.

For biometric evaluation, the outcome is binary. Given
two predictive outcomes - negative (ie. no match) or positive
(ie. a match), we designate N to be all negatively predicted
outcomes and P to be all positively predicted outcomes. If
a negative prediction is true, it becomes a “True negative”
(TN) result, otherwise we can designate it a ’False nega-
tive” (FN) result. Similarly, if a positive result is correct, it
becomes a "True Positive” (TP), counter to a “False Posi-
tive” (FN) if such is not the case. False Match Rates (FMR),
and False Non-Match Rates (FNMR) are the primary met-
rics used for facial recognition evaluation, and are at times
reported across a range of decision thresholds.

The details for these calculations in their provided math-
ematical definitions are as follows.

Definition 1. False Match Rate (FMR) - Type I error.
Deciding that two biometrics match, when they do not con-
stitutes a false match. The the frequency of this occurrence
is the False Match Rate (FMR) or Type I error, defined as
follows:

FMR = FP/N = FP/(FP +TN)

Definition 2. False Non-Match Rate (FNMR) - Type I1
error. Deciding that two biometrics do not match, when in-
deed they do constitutes a false non-match. The frequency
of this occurrence is the False Non-Match Rate (FNMR) or
Type Il error, defined as follows:

FNMR = FN/(FN +TP)

Definition 3. Classification Accuracy. Given data set D =
(X,Y), where y; is the ground truth label of a given sample
input d; from D, we define black box classifier f : X,Y —
¢, which returns a prediction ¢ from the attributes x; of a
given sample input d;. We thus define classification error to
be as follows:

Acc = P(g(x;,y:) = C)

Accuracy can also be stated with respect to binary outcomes,
given the provided definitions of “True negative” (T'N),
“False negative” (F'N), "True Positive” (T'P), and “False
Positive” (F'N).

Acc = (TP +TN)/(TP+TN + FP + FN)

The framing of evaluation calculations can actually be-
come quite political, with various institutions at various
points re-framing reported calculations in order to appear
better performing. A common practice is to modify the con-
fidence threshold required to make a positive prediction in
order to manipulate reported metrics, rather than reporting
the area under the receiver operating characteristic curve
(AUC), or calibrating metrics at a fixed threshold. In fact,
when confronted by researchers about the poor performance
of their facial recognition product on certain demographics
(Raji and Buolamwini 2019), Amazon explicitly manipu-
lates accuracy reporting by re-assessing their product on a
higher threshold to claim better performance, even though
their police clients were operating at the much lower default
threshold (Menegus 2019).

Community Adoption Another thing to consider is the
level of community adoption of a particular data benchmark
and its influence on facial recognition development. Collec-
tively, the analyzed face datasets are known to be cited at
least 74,211 times - implying an incredibly wide reach. Not
every dataset included in our survey had an available accom-
panying paper, so it was not possible to obtain citations for
our entire survey. The most cited dataset in our survey is the
FERET dataset, developed by NIST in 1996 (Phillips et al.
2000b). The factors contributing to why a certain dataset be-
comes the dominant cited benchmark for a particular period
remain uncertain. It can be assumed that government spon-
sored benchmarks, often tied to a competition or opportunity
for academic funding, incentives attention from the research



Table 2: Most Influential Face Datasets per Era.

Period Dataset Name  Citations  Year Created
Period I Picture of Facial Affect 5,163 1976
Period I FERET 8,126 1996
Period Il Labeled Faces in the Wild 3,746 2007
Period IV VGGFace 2,547 2015

community. Pioneering benchmarks and datasets of particu-
larly high quality are also likely to garner more citations. For
instance, Labeled Faces in the Wild, as the first benchmark
to make use of Web images and include face data in natural
environments, has had enduring relevance.

Qualitative Assessments There is an opportunity to in-
clude holistic evaluations of the product and fold that into
a larger audit process. The FVRT developed by NIST, for
instance, was a two-part audit process involving a “Recogni-
tion Performance Test”, which was a quantitative assessment
of accuracy, and the “Product Usability Test”, involving a
more qualitative evaluation of the ease in making use of the
system in deployment (Ngan, Ngan, and Grother 2015).

An extension of this concept could be used to record infor-
mation about the ethical compliance of the audited model’s
use. This can encompass consideration for the product’s con-
text of deployment and process of prediction, in addition
to reflections on consideration for privacy and cooperation
throughout the audit, including the respect for any documen-
tation requirements.

While the focus of many legislative proposals are centered
on the risk of privacy, and the threat of biometric informa-
tion being passively collected and analyzed without active
and informed consent, many facial recognition evaluations
do not currently require reporting on the privacy practices
involved in the development of an audited tool, or an articu-
lation of even its intended use case.

Recommendations

Facial recognition evaluation has evolved rapidly over the
last few decades, and we are just beginning to understand
how these changes impact our understanding of the perfor-
mance of a facial recognition system upon deployment.
Over several periods, we’ve seen the trend in facial recog-
nition evaluation shift broadly from a highly controlled, con-
strained and well-scoped activity to one that is not. As data
sources became even more invasive and difficult to manage,
the field has been steadily progressing towards the current
crisis of ill-advised tasks and datasets we can see today (Har-
vey and LaPlace 2020). Much harm was brought on by the
lack of due diligence that occurred as the scale and appli-
cation scope of these technologies increased significantly.
As practitioners sought web-based or surveillance sources
to satisfy increasing data requirements for model training,
less attention was paid to consent and privacy concerns,
and ethical practices such as reporting subject demograph-
ics and monitoring data distribution became less practical

and thus less common. In the same way, expanding model
distribution from purchased software to internet-accessible
API calls, took away control from model developers and in-
creased the scope of system influence, at times far beyond
the context of the intended use for the model. Furthermore,
the current period of dataset creation through image retrieval
at scale on the web raises serious concerns around privacy,
ownership, and consent—a legal question that computer sci-
entists should also be actively engaging. There is thus a clear
need to be more cautious in the development and dissemina-
tion of datasets containing such sensitive biometric informa-
tion, and a required reflection on when it may not be appro-
priate to source and handle this kind of data at all.

Additionally, the current level of documentation in evalu-
ation and data management processes seems insufficiently
comprehensive. This suggests the need for data reporting
standards to be created, particularly given the amount of in-
consistency in data reporting. Some of the most critical de-
tails about a facial recognition system, such as its context of
deployment, it’s technical limitations and appropriate scope
of use, are missing and/or not communicated within the eval-
uation process in any way. A more contextual evaluation is
necessary to address and communicate all the risks of this
technology and determine if it should be released in society
at its current scale of deployment, or at all. At minimum,
an important intervention moving forward is to standardize
documentation practice, of the model and the face datasets
meant to be used in development or evaluation. Proposals
such as Model Cards (Mitchell et al. 2018)), Datasheets for
Datasets (Gebru et al. 2018)), or the Data Privacy Label (Kel-
ley et al. 2009) can provide reporting guidelines to support
the development of such practice as the new normal in the
field.

Finally, in this survey, it is made clear that this initial nar-
row objective for the technology was that of police or mili-
tary surveillance. From the earliest facial recognition system
to modern NIST benchmarks, it is clear that this is a tech-
nology that was historically developed for the purpose of
identifying suspects for pursuit and apprehension, whether
in the context of law enforcement, war or immigration. De-
spite current attempts to revisit the narrative and re-frame
the purpose of the technology to supposedly benign com-
mercial applications, this history has shaped everything from
the nature of the data collected for benchmarks to the nature
of evaluation metrics, and certainly the definition of tasks.
Those working to improve this technology must awknowl-
edge its legacy as a military and carceral technology, and
their contribution toward those objectives.

Conclusion

Facial recognition technologies pose complex ethical and
technical challenges. Neglecting to unpack this complexity
- to measure it, analyze it and then articulate it to others -
is a disservice to those, including ourselves, who are most
impacted by its careless deployment. Dataset evaluation is a
critical juncture at which we can provide transparency and
even accountability over facial recognition systems, and in-
terrogate the ethics of a given dataset towards producing
more responsible machine learning development.
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